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deviation of the

Primary and secondary search algorithms under noise alone. ‘For both

channg;s, the statistics are nea 1y constant as long as the rTeceiver

makes no misses. If the meeivar mkaa nism, gome

enters into the statistic and the means of

Table 3.3 gives the statistics and compares the

Independently with the RTHRS Program.
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the frequency synthesizer available to the project. When considered
in conjunction with the time synchronization cabability of the system,
the performance of the system in resolving the time and frequency
uncertainty of the signal is excellent.

4. GConclusions and Future Studies J

an ideal channel, CIDEAL, and a measured 350 min channel, CELTHRA.

Examination of results at different S/Ns indicate that the system

r than .0001 for S/Ns grester
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1. Introduction

i In order to implement the M7 commumications system, the
computer selected for the tagk must meet requlrements of speed of
execution, memory size and software development cspabiiity. With the
exception of the latter of f:i;@s:e requirements, the specific requirements
depend strongly on the paévéﬁgeters of the version being implemented. This
paper discusses, with exampieg, these three kma;‘g;nr mqui@;eﬁents.

i To understand the material presented, f&mﬂiarity with the N7
system and its associated nomenclature will be required. An adequate

summary for this purpose is contained in Reference 1, which should be

available to the reader. OF the many parameters defined in Reference

, ;, 1, those shown in Table 1 below will be relevant here?

] Table 1: Relevant M7 ters

- (Teble NN

Parameter Zzéii

No. of symbols in alphabet
No. of complex samples/burst

No. of time dilation binms

No. of campiexsamp &5 betwsen receiver input vectors

e s e o e e e

tches (N, = Np'N)

s S




i I some applications, the single Ny - long burst described
in Reference 1 will not be sufficient to transmit the necessary in-
formation. That is, the desired message length is greater than N, N,
bits. To accomodate such applications, the M7 system can be logically
extended by constructing the tramsmission from N, consecutive Ny-long
blocks, where each N,-long Bl‘mfc has the same structure as the original
block, but is based on a different rmdm bit stream. This allows
LG
any structure into the transai

N, N, N, bits to be transmitted in a single burst without introducing

L g

sion, At the receiver, pri

synchronization is performed on the first block only, lster blocks

being synchronized by the equivalent of the secondary synchronization

" search. The current implencntation, for research purposes, is liwmited

to the single block mode (N, = 1.
i The discussion of computer requirements versus system
parameters can become an abstract exercise very quickly. To provide

a tangible basis for this discussion, two current versions of the M7

system will be considered relative to two existing hardware configurations.

The implementation approach cc

plementation ~ other approaches may
here appears straig

B e two versi
are sketched in Table 2. The M7BX3 veisfon is
the tactical submarin

noderate bit rate an derste range capability. The M7BX4 version




‘ (Table classified EEE——

. Characteristic

Application

Center frequency, Hz
Bandwidth, Hz

Burst duration, sSec
Block WT product
Modulation

Syrmbel Duration, sec

Synbol WI product
. Bit rate, bits/sec

. Bits per burst
Doppler uncertainty, Kt
Nominal Range, nm
0001, estimated from simulation
data

Tactical
204.8
51.2
80.0
4096

64~ary blorthogonal

’ :8.‘9'

409
0
#21.5
~8.0

Strategic

150
50.0
819.2{13.7 min)

‘B4=ary blorthogonal

40.95
2048
.146
120
$.25
-10.0

RS
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i is intended to Wﬂ‘v e a sg;mag’g:ia, 1ow bit rate, long range

communication system. Here, the desired message length regulres
N, = 10 Consequently, M7B%4 as described in Table 1 is not im—
plementable in full on the existing system.

- The two versions of the hardware considered in the ex-
amples are based on existing Acoustic Communication Studies equipment.
Consequently, a great deal of soldd mﬁemanion concerning execution
times, program size, etc. {s available for both. Table 3 gives. the
salient information for a system based on the Texas Instruments 380A
computer and for the same system when a8 Floating Point Systems AP=1208

array processor is added. hie 980A alone system represents roughly the

typical minicomputer based organization, the 980A with AP system re-

presents the typical minicomputer plus array processor ofganization.

2.0 Hardware Requirements

- The M7 system employs large rime=bandwidth product signals
and operates with substantial time/Erequency of arrival uncertainty.
These features place stringent z?‘aqmimem:i!:a on the computation speed’
and memory size of the hardware. The sections below describes each
of these requirements.

2.1 Spee:

Requirements

Pl o v synchronize with the inco

to detect its presence and estimate its ine and frequency of arrival,

a large number of calculations must be performed in real time. Once

synchronization has been obtaine

required to determine the transnitted message. Each operation imposes
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Table4a: Hardware Configurdtivns of ACS

Computers S (This teble
{Software Development Equipment Excluded from this Table)

Characteristic

Hardware Arithmetic Speed: {1
Double Precision Integer Add
Single X Single Integer Multiply
Floating Point Add
Floating Point Multiply
Floating Point Add

Floating Point Multiply

Software Speed

Arithmetic

Complex Array Multiply/Point

Complex FFT

‘CPU Memory (16 bit)

Moving Head Disk (16 bit)

Progran Source (64 bit)

9804 Alone

ble |

4.0
7.23
150

240

16 bit block,
floating point

303
1240

-

Systen
T 980A/AP-1208

61{}
7.25
150

. 240

A 166
~ 166

38 bit floating
point

001

6.93
16.68
33.16
77.31

65536

3072
1024

|
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its own requirements on the computer speed.

2.1.1 8 'chmné;mtien? eeé Re uirements [
B Ooly the primary search in the syndmmizza*ﬁim process is
significant in terms of calculation speed. As iIndicated in ‘Reference
1, each primary search consists of Rx",m oppler bin searches over
an NB long input vector. For real-time operation these ssgg;éhe“s must
be completed in ﬁé:ixg«*rg seconds where I*{Eﬁ is f:ité. um&e‘raf wmplex
samples between comsecutive input vectors and Ty s the time duration

of a block of Ny complex samples,

T, =N _Q | (1)

Each Doppler bin search 1xfes;us£xes the fﬁ&ﬂ&;Wiﬁ&«ﬁin,ﬁc,algcuiat;;tnns:*
1. Array multiply between X (f) and A(f)
2. Inverse Fast Fourier Transform (FFT) to yield y(j, k)
3. ©alculation of z(}, k) (Ref 1, Eqn 29}
4. Calculation of Lo (Ref 1, Egn 30)

with existing software steps 3 and 4 occupy & time

¢ equivalent

array multiply. Thus the caleulations per Doppler bin

to one FFT and two array multiples.

B To provide 2 s

synchronization, the maximum all

will be computed based on the assumption that the

S




(2 << log, N,) and calculation times for a given size FFT can often

be found from manufact ouever that T,

strict upper bound, a computér which performs an Ny=long FFT in

. ”* R e R B B ek f: % ; P
exactly Toyney c2n not operate in real time. éﬁ

@
s (DFLINE = 1”?3) required for

ice 1.

ul when N, 15 vritten as a
woffset, DF,

function of the Doppler uncertainty, |V|. The frequency

£

¢

From equation 28 of Reference 1,

¥
% p
> $
3 5

i
H
?

i
v
«
g




If the search strategy implemented in M7BX3 is applied, the above
equation can be simplified further. In M7BX3, 2 50% overlap in the time
domain (“E/N, = %) and a ) line spacing frequency search interval
% = 2) are incorporated m the primany search. Further, take
C = 5000 ft/sec. Then Equation 7 becomes |

% 3?&.9&1 I

Tsynen ™ T | ®

SYNCH fR

where |V] is expressed in Kuots (Kt). Note that N, does mot

explicity In Equation 11, but that by definition’

, is the time

to perform an ’?ﬁg-"’lang FFT.

i ™o values for To, . for the M7BX3 and H7BEA systems of

seconds) and 9.87 seconds ¥

Table 1 are 84 ms {mill:

pectively. Since

84 ms is greater than the published 4096 tt ;i time £ot the 980A/AP
system of Table 3, M7BX3 is implementable on that hardware, M7BX3 is

not implementable on the 980A alone hardware. In the case of the M7BX4

implementable on the 980A alone hardware.

. Since the Doppler range for the

(33 m8) a crude, but useful es
transform time for the M7BX4 s3 ;
transforn time no lomger than 3 rids

attempts to include the -

o e SR

S R S i
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actual system. Since 3.95 seconds is less than the published
transform time (5.85 sec) for the 980A above hardware, aa im-
plesentation of M7BXS on that hardware may not be possible, con-

trary to the T SYQ@ calculations of the proceeding paragraph.

2.1.2 mﬁamﬁmﬁ Deco Epeed Res
- ﬁecwse the infermtian deceding operatim: of the M7
system takes place only after a éetecx::ion by !:he syachmaizatim

operation, its tine eanst%‘aints are pore flexibla. If & m&&gceé

messages are known to be sep“ra ed hy some minimum time interval

formation ,égcgging. i»‘,ﬁ;‘:iixs; yields an interval, T

S G




Component :
Secondary Search 2.DFNTL

Doppler removal/probe extraction 105

Symbol filtering

will be ne’g&ee@a&’ The sbavez figures do include t;ransfaxms for tiae

bootstmpping ayeratim, hwever.

A" ("’
terms dapandani: on the size of tiw ‘

115 + z. with the relative zm ance “of the §

number of gymbnis par blmk,, XQ, ‘

I For real-tine operation with no blasking, the 115 + 2-§,

N -long transforms must be performed in 'rn seconds. Let T.

b

transform time for an RB-}msg trmsfm,

must hold:

R

of blanking of the receiver input ¥

actual time required for an N, -lon

of the post-detection blanki
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BE Tor the M7BX3 and M7BX4 systems of Table 1, Thego 18 573
ms and 221 ms respectively. | The transform times of Table 3 then in-
dicate that M7BX3 can not imp}.ement; rgaﬁt&i&e on the 980A alone con-
figuration, but can be imgiemnted on the 980A/AP configuration. The
M7BX4 system cannot be impimenteé in re,alwzme on the 980A alone
configuration either, while it can be implemenited with ease on the
98{%151’ mfigﬂration. The requirea mi:nimmn blank\mg istervals

BM on the 98&& abmre caafigumtien are of t:he order of " hours.
Consequently, inclusion of a ‘blanking interval is of value only if
*

is near Tyyps. In fact en M7BX3 15 run on the existing 980A/

Teer
AP configuration, a blanking imtérval of 80 seconds is réqu

to overhead calculations.

2.2 Hemory Requirements

B The second major hardware requirement for the M7 system is
for memory space. Five major functional requirements for storage can
be designated: |

1. KFILE storage

2. Input Buffer

3

4.

R

%
0
E
%
b
i
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'2.2.1 XFILE Stor. e

by providing the s

-
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il The structure of the M7 system is based on a seqmee of
random bits, known as the KFILE. This sequence must be available to
the receiver in order to synchronize and decode the transmission. The

13

nusber of bits in the KFILE, EK?B’ is given by
Nep = N Ny a1+ zgﬁfz} (n

For the M7BX3 and M7BX4 systenms, % 4s 135, 168 and i,351,686 bits
respectively. In terms of 16 bit computer words, a more useful measure,

these values are 8,448 and 84,480 words respectively.

I 1o the current
generated by a laboratory .audisewganmoinmdﬁwma of &wwi*aghﬁead
disk file. This file, which contains other vectors neesded by the
receiver, is called the VFILE. In an operational system the Ki LE

(and conmsequently the VFILE) mldprﬂ&abiy ‘be changed in a periodic

basis. Consequently a means for entering as well as storing the KFILE
would be necessary.
i O0nc approach to these problems is to interface the system

to an approved cm;x:ﬂqg&é sequence generator and have it produce

the needed bits on command. If an approved sequence generatoy cannot
be used, alternative algorithms in conjunction with devices such as

the National Bureau of Standards Data Encryption Stande

be satisfactory, = Thus the KF rage requirement can be satisfied
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BB Because the receiver operates asynchonously with the
input data, the input must be buffered to ensure the necessary
data is available to the receiver. The extent of this buffer de-
pends on the speed of the receiver in performing both the syn~
chronization and information decoding tasks. In general, a
shorter input buffer becomes acceptable as the receiver speed
increases. Determination of the minimum size of the imput buffer
is an involved problemwhich has pot been pursued. The current
implementation has an input buffer of 3153 complex pairs (6 Ny real
words) maintained on awﬁmg head disk file. This buffer size
has been sufficient for existing xietsims of the system having

NZ =1, If Kz is greater than 1, a longer buffer may be . -csseary.

.

2.2.3 Synchronization Filer
Bl The M7 receiver synchronization process requires a search
over %%B time dilation bins where each time dilation bin is centered

smitted probe component. With

on a time-distorted replica of the tra
the exception of the central bin, the construction of the time-dis-
torted r:eplicas reqnixes ‘a m:}:stmtial amount of calculations., Con-

sequently, in the ewmx: im?lmatati@n a1l of these time~distorted

replicas are pre-computed and stored as synchronization files, a

component of the VFILE on the moving=head disk unit. With this

approach §I vectors of HB comp ‘:’“;,m: 24 ﬁ»*ﬁ' real mm are
required. For M78X3, 122,880 reai words are required for the

synchronization files.

3
[
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- If N = 1, that is, if Ny is less than about 16, then only

the central time dilation bin is searched. In this case, which applies

to the MIBX4 versions, no need for a pre-computed Treplica exists and the

synchronization f£ile can be eliminated.

2.2.4 Yorking Areas n
- The vector operations performed by the M7 recelver require

substantial working areas in memory. For example, in the synchronization

process, the transform of the input data, X(£), is fmgﬁtipiiﬁ(‘i' by the time-

g dilated replica's transform, Aj (£), then inverse transformed to thée time

domain to yield y(i, J). Because X{£) and Aj (f) are needed for each of

3 N, pure frequency offsets within a ‘time dilation bin, at least 3 ~ex§,~sian;g

complex vectors must be resident in the work area. In fact, an additional

NB-long complex vector-is used in the current implemeéntation to wliow an
18% speed-up in the inverse FFT.

Similarly, the Doppler Temoval algorithm
requires at least & &'B-'lmxg complex vectors. The equivalent of anather

NB-long complex vector is needed for sedlars and wiscellaneous tables,

bringing the total requirement to 10 Ny words in the working areas. For

either M7BX3 or M7BX4, this means 40,960 words should be avatlabie,
- In the current implementation on the 980A/AP hardware, the

working areas are located in :&é array processor main data memory. An

additional 3072 words

of random access table memory serve s storage

for trignometric constants, etc. Because the words of either of these

memories are composed at 38 bits each, the sizée of the work and constant

storage areas in the array processor (1.67 x 10° bies) is greater than

that of the 980A itself (1.05 x 10° bite).

s

This neither M7BX3 nor M7BX4 .
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; i could be implemented with floating point arithmetic on the ‘9804 alone
hardware. Implementation with 16 bit integer arithmetic on the 380A
alone hardware would be very difffcult as only 21,504 words would be
available for the program itself. Coaseguently, these versions are

implementable only on machines with an effective address space signlfi-~

cantly largeér than 32,768, or with an array processor having approximately
44,000 words of data memory.
I 1o the present implementation of the system two additional

Hg-iong working areas have been incorporated into the 980A memory.

These areas are necessary to speed the transfers of wectors on the

* moving head disk file to the array processor and to facilitate the
bootstrapping operation. If the KFILE synchronization files were

directly accegsable by the array processor, one of these vectors could

be eliminated. The other vector is used in the re-construction of the

AR

transmitted signal during bootstrapping and could be eliminated if the

re-construction algorithm was readi]

intha&rray PLOCesS0Y.
Consequently, limitations on either hatrduare or software may increase

the working space requirements beyond those indicated sbove.




. The software program which implements the M7 system also re-
quires space in the computer memory, Perhaps more than any other require~
ment, a estimate of the extent of computer memory needed is dependent

on the particular machine selected and the details of the progras orgami-

zation. Nevertheless, the discussion below will be helpful in estimating
the memory requirements for program storage, as long as a resolution
beyond about 16K 16 bit words is not sﬁught.’

‘ Tk present implementation of the M7 system consists of &

disk initialization program (VSET) which precaleulates the necessary

VFILE vector and a real time program (RECVR) which does the actu L Tecep~
tion. Because the disk initialization program is performed only dnce
prior to system operation, it will not be considered further,
can be partitioned are:

1. Monitor System Software

2. General Purpose Siubroutines

3. Input Buffer Manager

4. Receiver Tasks and Subroutines

5. Large Arrays

6. Miscellanecus Arrays
The first group inmcludes non-specific operstor interaction, hardware
device servicing and task control ffunaﬁdnsjt The second group contains

subroutines of a gemeral nature, mostly arithmetic. Software in groups

¥

one and two is mot specific to the communication problem and, 1d
would be provided as a standard product by the hardwate manufacturer.

The input buffer manager allows the real-time input data to be processed

R R




in a convenient manner. Although specific to real~time applications,

it is not ’pennli:a,r to t?m qqmm&ca‘tiﬁn probiem. Group four contains

ail tasks and subroutines which are specific to the communication pro-
blem - no part of group four is likely to be available from other sources.
Groups five and six cover working areas in the mainframe. The space

requirements of group five could pote

ally be eliminated under certain
hardware conditions as discussed at the conclusion of the preceeding
section. The space requirements of group six represent the size of
miscellaneous array storage requiréd to run M7, beyond the working areas

already discussed.

- Table 4 below glves the current size in 16 bit words of each

of the six software groups,

i




Group  Contents Storage (16 bit words)

1 Monitor system software 7,247 *
2 General purpose routines 9,453

3 Input buffer manager 9,377

4 Receiver tasks and subroutines 11,171
5 Large arrays 16,384
6 Miscellaneous &rrays 3,6&6

Total . 56,718

Group 5 - 16,384

Total (less Group 5) 40,334
Several cautions must be considered in conjunction with Table 4. First,
the monitor system available is extremely memory and time efficient. A

general purpose system such as provided by a manufacturer to all users

IR

would probably be larger. Second, the imput buffer routines are for a
single channel only and do pot perform any filtering function. Thivd,

although some space is devoted to statistical functions assoclated with

certainly require further storage for purposes such as interference

rejection, error detecting-correcting algorithms, message handling etc.

; 65K words for




%

Reguirement

KFILE storage*

Input b:sffer*
Synchronization files
Working areas

E‘mgraﬁ Storage

Totals

N :
This storage is implemented in bulk storage moving head disk in

the current system.

Systen i} (Table classified I

M7BX3
Configuration

A B

MIBX4
Configuration

A B

849480 -
24,576 24,576

44,000 44,000

209,744 108,910

R

T
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usage comparable to the present system and can be considered pessimistic
(i.e. larger than absolutely necessary). Configuration B is based on
the assumption of an on-line KFILE generator and humogeneous memory in
the hardware and consequently has a much smaller memory requweﬁant.
Both the M7BX3 and M7BX4 versiomsof the system are shown.

B The most significant result from Table 5, is that the M7
system requives far more memory than is directly addressable with current
16-bit minicomputers. Consequently any hardware on which the M7 syet:e‘m
is to be implemented must have e&ﬁﬁ’éx a larger address space or a comn~
venient memory paging feature. ﬁiiltemaﬁveiy, a trade-off between
execution speed and addressability could be made by incorporsting a
bulk storage device. Probably the best solution is simply to have a
large homogeneous address s@éce. 1If t:hia is not available, a partition-
ing into twc memory units, one of which has a larger address space would
be suggested. Only as a last resort would the paging capability associ~
ated with a bulk storage device be appropriate, due to the resulting

software complexity and loss of ‘execution speed.

BB Inplementation of the 1{ :

hardware and software. While hardware presents sign

the maximum possible capability of the

software determines how close to these bounds -
operate. Perhaps the most imp

statement is in
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Detection of such errors in gystems with stochastic inputs can be
extremely difficult unless the software is generated and evaluated

with extreme care.

e following sections discuss the requirements for
generation and evaluation for the M7 system. Before
golng into these regquirements a brief comment on the size and com-
plexity of the present software implementation will be presented as

®

a point of referéfice.




3.1

B The size of a software task is important in determining the
approach to accomplishing it. For example, the software for a micro-
wave oven controller can be efficiently generated with less sophisti-
cated tools than those for a ballistic missile defense system. In the
first case, programming in machine code and testing by near=exhaustion
may be a;},#m;n:iaﬁe* In the latter, high level £anguagasand intricate
software verification ?!‘Qg!&ﬁ& are mecessary. The sofrware for the
existing M7 communication system clearly falls in between these extremes,
and some measure of the size and complexity of the software is necessary
to select appropriate software development techaiques.

B In section 2.2.5, the zﬁtogruam size of the M7 system (less
large arrays, Group 5) was given as 40,334 16 bit words. This is one
very crude measure of the extent of the software task. Alternatively,
consider the breakdown of that same program in terms of number entry
points and lines of source code as indicated in Table 6 below. Each

entry pﬁiné signifies a piece of the overall software ‘mass, so that in

a rough sense, about 210 identifiable software modules must be inter-

connected. Each line of source code represents one lime of program

printout which must be carefully designed, test and maintained.




1

2

k%

kR

(26 Oct 784) i (Table NN
Group Type Entry Poidnts  Language

System 61 980 A.L.
G.P. Routines
9804 73 980 A.L.
FAP-G.P. 21 FAP A.L.
FAP Special 9 FAP AL,
| Buffer Task & Routines 18 F
Comm. Tasks 4 F
Comn. Routines 15 F
4 980 A.L.

Support Programs 5 ¥

4A.L.
F

Total 210 Total

Source Code
Length (Lines)

{6602)*

382%%
1581
1143
1860
626%%
2458
1008 12.5%
7042 87.5%
8050

Normally provided by manufacturer, not counted in total below.

64 bit microcode word/line approximately 4 times more difficult

than 980A A.L.

446 1lines of A.L. format c:zmvexé‘ian routines, remainder writable

in Fortran.
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BB Although various techmical definitions of program complexity
have been proposed, the concept of complexity considered here is more
qualitative - given an anomaly or software "Glitch" the complexity of the
program is a measure of the time required to find the cause of the pro-
blem. The present system has been developed via the traditional method
of independent subrautiné development and testing followed by staged
integration of the routine into the system. This approach Is an excel-
lent one, but its fundamental weakness is that the subroutine can not
be adequately tested independently, as the variety of inputs is too
great. Consequently, the union of a number of verified subroutines can
be a program that works on only a small subset of inputs. More important-
1y, with stochastic inputs the particular input ‘causing an-anomaly may
be infrequent and hard to detect. Thus, the complexity of the svstem,
as implemented, is at least moderate; an operational system would be
more complex.

3.2 Software Developn

B The reliability of the software for ar implementation will

depend on the quality of the tools of its development as well as the

1 be dis-

programmer's skill. Only three major and essent
cussed here: operating system, high level gmgnam»in

gram development software.

3.2.1 & ;sxfeix S&ﬁ

ware:

Bl Because the manufacturer of the existing 980A system did

occupies 7,247 16 vit compu

e

e

SRR
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code. Although the present system works vexy well, dtsdevelopment,
testing and maintenance has been time consuming. For example, in the
summer of 1978, a re-entrancy problem was found in the interrupt
servicing muzinés which caused the system to crash mysteriously at
a rate of about 2 crashes per month. Such problems are hard to detect -
at that rate a hardware failure or power glitch would be suspected.
- To avoid such difficulty, the computer selected for implo-
mentation of the M7 system should have a flexible and reliable Qpémtiag
system provided with it. It should be fiexible in the sense that no

modification of the fundamental system should be necessary to accommo-

date the implementation of the communication system. Driver fmodu:
for special haréwar;e modules, of course, will be necessary, but they
should be short and follow, the canonical structure used by rhe opera~
ting system. The operating system should be 2 1ready well-evaluated

for reliability, where the only acceptable indication of this reliability

is successful application to real-

3.2.2 High

i ithough the M7 system software could theoretically be




e
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without the FORTRAN 1ibrary) and convenience (i.e. radix 40 packing ‘and .
unpacking). If necessary all but 5% of the software (the array pro-
cessor mierocode) could be written in FORTRAN,

. FORTRAN is only one of a variety of high level languages

suitable for implementing the M7 system and other languages can offer
even further advantages. The only eritical requirements for such a ’
language is that it should be :fiex‘:!:b:'t.y interfaced to the operating
system and have only moderate overhead. Specifically, all peripheral
devices should be handled within the normal syntax of the 1&@3&"&3&, f.e.

READ/WRITE statements in FORTRAN, Some languages are so powerful in

notation they may not meet the latter requiremen.. For example, 2 .
program written in BASIC might treat the statement

A=3B+C
has a matrix equation, even for scalar variables. The resulting over-
head in execution time would probably be unacceptable, Both these re- &

quirements will normally be satisfied by software available from the

computer manufacturer.

3.2.3 Bro ram Develo ent System:

| 7o test, modify and mAfntain the 200 plus modules requires

convenient program development system including editors, linkers and
subroutiné libraries. ©One mea
development system is the t

document the ‘ch




documented change. Strangely, the majority of this time (20 min) is
spent in linking the object modules together.

Bl A key prohlem with the existing program development system is
the lack of automatic source and object dating. In a system with a.
large number of modules, care must be taken that all of the modules
included in an executable program be of the most recent revision level.
Enormous difficulties arise when subroutines of a lower revision level
are inadvertently mixed into an otherwise correct program. In the pre--
sent program development system, revision-level dating is performed by
the programmer and great care is required to ensure the program uses
only current modules. Program development systems on other manufacturer's
system should include automatic source and object dating, eliminating
this problem. |
3.3 Software Evaluation: Jiii

B An essential component of software development for the M7
system is caveful evaiiiuatién of the system against both known and
stochasticksignals. This is because of the inherent non-linearity of
the processing (superposition does not apply), the wide variety of
allowable inputs during oz:eraieioﬁ at sea, and the need for veldability
against infrequent, but rerwnaoﬁ& events. Only by extenmsive testing
and étas:istiaa& examination of selected "internal® parameters can the
full capabnities of the system be rea&ized.

‘ In or:der to parfem t‘ixe reqnireﬁ evaluation the software
must be &evelope& on a system with more peripherals than required by

the osge‘x&ti@ml hatdware. gyeﬁiﬁ«:@ s t:‘he softmre deve}amnt hard-

“iae sam:ce. ane or more tape érives, mﬁ high«

speeé priatez: or display éevic:e. The neeé for each of these 1tems is
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discussed below.

il Once traditional evaluation of the M7 subroutines and
main program againg fixed inputs is completed, evaluation over care-
fully controlled stochastic inputs must be performed. The most natur-
al approach to this evaluation is to coustruct digital synthetic data
tapes for the receiver and statistically observe its performance. In
the development of the present system, these synthétic datz tapes con-
tain signal and noise at precisely controlled signal to noise ratios.
The signals included can be at arbitrary Doppler shifts and are passed
through pre~specified linear time invariant channels. Further, the
time of arrival is randomized to assure adequate synchronmization test-
ing. To accemplish this type of evaluation requires a digital tape
peripheral and noise source.

Jl Measurement of error performance alone with synthetic data
is not sufficient to verify the receiver operation or locate the source
of observed problems. Instead, a number of "internal” parameters
or their statistics should be available for examination. An “internal®
parameter is one which would not sormally be available to the operatoer
of a military system, but which checkpoints the performance . the '
program’s components, For example, in the preésent impleéementation of
the M7 system, about 50 internal parameters are analysed statistically
about every 20 bursts. To provide a means of printing these and similar
results, a high-speed printer or p}ottar is necessary.

i The above techniques and equipment yielded significautr im~

provements in the present M7 system. In the time interval since the

system was ''completed” in June 1978 to the present, February 1979,
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several subtle software errors have been discovered and system improve-
ments made. These changes have improved the error performance of a
system which sesmed to be operating correctly by a factor of at least
two. Although much of the experience gained in the interval need not
be vepeated, a similar test program and associated eguipment is nec-

essary for any future implementation.
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. 1, Introduction BER
. The Mobile Acoustic Communications Study (MACS) described in

References 1, 2, 3 and 4 represents the largest and most geographically

diverse collection of experimental results available for the design of
undervater scoustic communication systems. Because interpretation of
these results will effect the &esign of Navy systems for many years, a
critical discussion of the results is appropriate. This paper addresses
the coherence time measurements of the MACS ﬁa:‘é(* Subsequent %eﬁﬁfﬁn’s
show that the MACS coherence times are attributable to either inter=~ .
platform motion or to time of arrival compensation error; so that the
measured values are not those for the actual acoustic medium. The per-

formance of large time-bandwidth (IW) syStews under comparable inter-

platform motions is then analyzed, with the important result ti. : large
TW systems can operate successfully with burst duration longer then the
MACS coherence time.

. 1f the MACS coherence times are a result of Inter=platfork motion

rather than the acoustic channel, a simple relation between gystem center

frequency and permissible burst duration fs available., Indeed the

apparent coherence time at 200 Hz will be 2.5 times larger than that

meagured by MACS at 500 Hz. This means that large TW systems are applicable
even vhen motional effects are present, provided that the -center frequency

is chosen low enough. Because wa*i&;;gg; TW system offers significant

3
i
&
éé

* - " - " ) )
Since the frequency smear is the transform of the time correlation
function, the comments given are applicable to that result as well,




{~ 104B) performance advantages over the conventional incoherent tonal
system, this result deserves consideratiom.
B  Section 2 reviews the MACS coherence time measurement as presented

in Reference 1. The effects of sinusoidal phase modulation cn the

coherence time is studied in Section 3. Two sources of potential phase

¥

modulation: inter-vessel motion and time of arvival estimation error are
shown to yield coherence timeg in the same range as those cbtained by
MACS. Section 4 analyses the performance of large IW channel measurement

systems assuming equivalent phase modulation. Finally, Section 5 pro-

vides recommendations for the users of MACS data and suggests a more

suitable transmission waveform for future experiments.

2. MAGS Coberence Time Measurement [

B A summary of the MACS ccherence technique described in Reference 1
and in Section 2.1 of References 3 and 4 will be given for convenience. 5
I The basic tzﬁ&ﬂ%i&a’ibﬁ for the MACS datawas a Gaussian pulse of ‘f
duration 8:839 ms between 3dB points having a bandwidth of 99.848 Hz

between 3dB po:lnts.* Such a pulse has the minimum theoretical TW pro- ;
duct of 1.253. Pulses were tvansmitted at a variety of frequencies from 'f
500 to 3500 Hz, however, this paper considers only the 500 Hz data.

These pui#’as were sent periodically at a rate of about one per second,

with a typical interval containing 1000 - 4000 pulses over 15-60 minutes.

* C ‘
Equivalently: 12.5 ms between 6dB points in time, 141.207 Hz
between 6dB points in frequency.




- Received pulses were coherently éejmadulam'& 4o & complex basebiand
vaveform and sampled, yielding complex pairs sith 4.096 ms between pairs.
Note that the sample Interval, 4.096 s, is equivalent to a ?\%‘q‘ phase
rotation at 500 Bz, Thé received pulses are windowed to given Sn{'r}, the
uncorrected channel response to the n~th pulse. ‘
. The collection of pulse respomses S, (1), in a given data dnterval
is processed to remove "deterministic" changes in arrival time.
| The term "Deterministic" is used here to designate these
arrival time changes caused by wmon paralieliem  of the.
" actual ships tracks: the time scale of these changes is
large compared to the time scales of stochastic
.flnctuations of the medium, and the sépératioa is
effected on the basis of that criterion. (Reference 1,
page 9). -
Correction is accomplished by calmlatmg x:he cmas-acorteiazian fmction
C X {8) of the envelope squared af the n<th and k=th pulaes.\ 'I.‘he point
of maximum correlation between the fimt and nth puise, r n? is the iaput

to the correction process. Here 'r :is aeaesgnrﬂy qw:&zed at tha

sampling Intérval 4.096 nms h&eause C, K (5) is an incohete:nt mm:ment.

Thus the input to the time of arrmam correction algorithn ;ts, uantized

in 720° phase steps.

e
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B e neasured values of %, are fitted with a 4th degree polynomial
over an interval of 300 semﬁ&s. ‘A weighting technique is applfed st

cusps in arrival time occuring between two pol:

RS SR

ally=~f: als.,
The points on the resulting smooth curve are designated t. , Where t_ s

uot quantized. The n~th received pulse S {r} is shifted itz time an - phase

by t, to yleld S ('r}. ‘the c:e::reﬁted received pulse response. m sub-

sequent apalysis is ;permm&msq(’r}

. A set of complex points B}i(a} repres&nting ‘the complex value of the

channel transfer K (£f) of th ancy 18 ‘computed:

H (£) = f S (1) &= 2T 4o (2.1)

ii (o} fs (‘r) dr o ‘ - £2.2)
where the integraticm ta‘kea plac& ovér !she previoasiy selecta&'windm.

Ruﬁ(i} . an& is no

fmetion, pw ;(:E).

is in the upper right

camer cf -
?@9 cente:

R R
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The magnitude of the normalized correlation function ig shown in the
Lk
middle plot of the right hand column in the MACS data.
The MACS coherence time is defined as the time offset ¢*

corresponding to i* s0 that
*
logy @] = .4 ' (2.3)
In rare instances more than one solution to Equation 2.3 may ”f:*éhavaﬂable.

In such cases, the minimum value of T is taken as the coherence time,

*
In principle, two pulses separated by T suffer a correlation loss of

4dB (10 log,, .4) relative to a con$tant channel.
10 T

- Phase modulation of the MACS data would occur if either L. e inter-
platffnm, distance varied or if the time~of«arrival correction algorithm

was unsuccessful, ms sgction fimt simws the amseitg nces of a general

phase modulation under the assamption thaz c‘he madium itgelf is time
;{mrarianm Then the s;nacﬁ.fic case where the phase modulation is
sinusoidal is examined. Realistic §xaxap3,ee are given inwhieh ‘echerence
times comparable to thoae of the HACS &a:a are obtained solely due to
inter-platform mz:icﬁ or caxmcaiau e::mrs. ‘ »

- Consider the simatimx where the aciw&l response function, H_ {a),
of the acoustic channel is time invariant.

* Bott

m center (Plot C) in
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ﬁh{o} = H{o) (3.1)
for all n in the data interval. Let the measured channel be the product
of the actual response function with a sequence of complex numbérs zZ,

over the same interval

Hn(o) = H(o)z, (3.2)
Then the normalized time correlation fumetiom, Piyi(D) s simply the

normalized aute-correlation function of the sequence Z.» pééfi}.

N-1 ' *
L Hle)zy (Ho)z 4 o)
2 42
RO N
=0

(3.3)

That is, if the chamnel is time invariast, but subject to a modulating

sequence 7, , the measured coherence time is effectively that of the
medulating sequénce.
(U)  For conveniénce, the continuous time equivalents of the preceding

functions will be considered,

g issume 2(t) 4s 2 sinu

£(e) = o 8y o0 COrelny | @
vhere b is the maximum

of the modulati




will also be pericdic of period Tp.

B The normalized autocorrelation of z(t), sz(ﬂ is then given by

T, |
p (1) = % 2(t) z (¢ + t)dt (3.6)
? “ - T »
/2
i cos --*- - cos =
= ﬁfﬁ J hp Th e ? "tp &t (3.7)
BV g
%ia

From trignometric identities (Reference 5, No. 4.3.37) the exponent can

be simplified,

by feos 22 - cos ZEL D y g p stn P etn T (3.8)
T T, T
5 P )
Thex
+ T,
N p/2 -j@n, sin 159 aing
o, (?} =5 = p p dt (3.9)
P ,
- Tor2

- tn EL ;
I (th sin ,%) {3.10)

where J a{"‘} is the zero~th order Bessel function of the first kind and

the transition from Equation 3.9 to Equation 3.10 16 by Lomel's formula

{Reference 5, No. 9. 1.213. J {u) iz & ﬁexaaﬁng, ascn:mtory fnnctian of

u a8 Shmm in Ref ence 5, Fime 9.1,

phase modula mh an ar ult for t:he time cva:x: ion fuactim

is obtained.




-

. The MACS coherence time, ‘t*, then satisfies
%
&= J (2h sin ¥t /T .
o { o S ! p) {3.11)

From linear interpolation of the Table 9.1 of Reference 5,

21, sin m*pr = 1.696 (3.12)

for Equation 3.11 to be valid, that is hp > .848, 1If hp < 848, then
pﬁﬁ(r) never goes as low as .4 and consequently no MACS coherence time

can be defined. This result indicates the model is applicable only for

|
! maximum phase excursions greater than .848 radians (48.6°).

= hg > .848 radians, Equation 3.12 can be solved to yield the MACS
E coherence fime T*:

T
t* = 2 arcetn (ﬁ-ﬁ»@) h, 2 88) (3.13)

No small angle ::pproximtims have been made up to this point, If 7 fT

is less than .1, then the small angle approximation ginu = gy provides 3

more convenlent form of Bquation 3.13.

) by 2 -848)
= .270 Tp/n P (3.14)
(r /’£ < 2}

The second condition of Equation 3,14 will !3& satisfigd if h > 2.70;
which also satisfies the first ccmi:f.tiem. 'rhua t:he zinasoidal phaae

modulacion model gives 's explicitly i.n tems of the wduiation p&xm:&rs

o e PN

h s :‘ provided hp is greater than 2.70 radians (155 4&@;&@5}.

(C)  Iwo potential sources of phase modulation mu:

t be considered in

interpreting the MACS data. First, the intervessel distance might be




B T T

- modulated by the helmsman or currents., Second, the time of arrival

9

compensation algorithm may introduce significant phase errors at re-
latively short pe‘riméx; The MACS data contained in References 1 through
4 does not discuss of the sensitivity of the coherence time measure-
ments to these affects, nor does the presented data contain sufficdent
results to resolve these issues. The paragraphs below apply the tﬁvﬁai
model given above to each situation and show that undér realdfstic
assumptions, the MACS coherénce times could be determined by «e&thar
effect. Obviously, other modulating waveforms, such as random noise,
could be studied, however the discussion here wﬁl be instructure by
itself, .

. Consider the situation in which one of the platforms foliows a
sinusoidal track about a specified heading and the other platform
maintains its heading exéctly. The intarwplatfom distance, y(t), will

then be sinusoidally modulated, ILet

y{t) = agix v *rP cos Z}t,t:!tt‘p +d (3.15)
where 2.y 18 the maximum heading error in radiams, v is the vessel speed
and TP is the period of the vessel motion. The maximumhewding error,

8 x? is the largest angle between the #detual -and inten. ed track, when
the small angle assumption tzm 8 -e ig made, The max:

mum phase ex-

cursion, hpl is then

h? = am R ax;} f&?ﬁ {3.16)

o R
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where f o 1s the center fieq_ueucy and ¢ is the speed of sound.

*
. The MACS coherence time, v, can be calculated from Equation

3.14
* 270 ¢ ;
a2l (3.17)
max ¢

. , T ioy® o «
provided that hp > 2,70 and 8, ay 15 small (amax < 18y, }i‘or‘ the 5 kt

vessel speed and 500 Hz center freguency of the MACS data:

o
h? = ,015 N 'rp (3.18)
o , _ , o ’
where 2 .y 18 the maXimum heading error in degrees. If 3:::&:& . T , 2 180,

*
then hp > 2,70 and Equation 3.17 gives e coherence time T of

* 18.3
= o
a%max

P % (3 73«9)

For a maximum heading error of two degrees and a motional periocd greater

than 180 seconds Equation 3.19 yields a coherence time of 8.2 seconds,

which is within the range of the MACS vesults. Heading errors of this

magnitude are apparently not unusual,
- The second potential source of phase modulation of the MACS data
is the time of arrival compensation. Inspection of the “Reception Time"
plots included in References 2 through 4 indicates substantial variance
in the arrival time relative to the quantization step of 4.096 ms (720°).
Because the scaling of both axes of these plots is automatically selected,
this variance is sometimes difficult to judge.

B o Freese has indicated that the quantity labeled "Residusl” in -

the lower center of theseplots (Reference 4 only) is the root mean

* For convenlence take c = 5000 ft/sec, kt.= 1.689 ft/sec.
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squared difference between the measured arrival time and the arrival
time estimated by the curve-fitting algorithm in milliseconds. Over the
84 time arrival plots of Reference 4, this quantity haes a mean value of

5.3 milidseconds with a minimum of .95 ms (Blake 5/5) zrd a maximum of

22.5 ms (Shelf North 50/15). Tramslated into phase at 500 Hz, the
"residual” has a mean of 3.08 cycles, amin imum of 167°, and a maximum
of 11 cycles., Moreover, 53% of the plots have “residuals" greater than
720° ,only 17% have residuals less than 360°. Consequently the effects of
the time of arrival compensation algorithm are worth considering.

. The difference between the measured and fitted arrival time is

not sinusoidal, as can be seen from any of the “Reception Time" plots.
If the actual arrival time is smnqthly varying, however, the difference
between the actual and fitted arrival times could appear sinusocidal.
Under these conditions the model given earlier provides insight, Let

E be the error between the actual and fitted arrival times. Then hp

is given by

h = 2f E (3.20)

P o

and

T = D43 {3.21)
where hp > 2,70 must hold to apply Equation 3.21.

At 500 Hz, Equation 3.20 becomes
%xp = 3,14 Ems (3.22)

— |
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where E  is the error expressed in milliseconds. Tne conditicn for

Equation 3.21 will be met if Ems > .86 ms. Equation 3.21 is then

e S e T S S

N T
r = .086 gﬁ-
ms

Assume that Yp is of the order of the interval size (300 seconds) divided

(3.23)

by the degree of the firting polyuomfal (&), that is 75 seconds. Then a

one wmillisecond error between the actwal and fitted arrival times yields
a coherence time of 6.5 seconds. This iz also within the range of the
MACS coherence times.,

E i The preceding discussion clearly does not prove that the MACS

coherence time measurements result from either platform motion or time

of arrival compensation errors. It does show, however, that these

effects must be understord to properly inmterpret the MACS data. g

4, Phase modulation of large TW systcas
i" If inter-platform motion was the dominant factor fn the MACS

E ccerence time measurement, the same phase modulation will be present

o R e e i

in large TW systems. The effect of this modulation on system per=
formance will depend on the system center frequency, fo' the signal
duration, ?s, and the specific motional waveform. In this section,
the performance of a 1%xge W system under the sinusoidal phase
modulation of the preceding section will be examined. The results of . .
this examination show that the MACS coherence time raxis not the limiting %

value for Ty and that large TW systems have considerable resistance to

E such phase modulation. Further, the apparent differences in coherence
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times measured by the MACS project (References 1 through 4) and those of
the ACS project (References 6 and 7) will be explained.

- For convenience; the M7 pseudo noise burst communications system
and specifically its synchronization/channel response measurement
algorithm will be considered. The analysis will be equally applicable
to the periodic pseudorandom sequence techniques which h;ve found wide
application by ONR ﬁransmissian measurement investigators.

. Let a{t), |a(t)| = 1, be the transmitted pseudonoise burst
waveform of duration TB in the probe component of the M7 system. In
the system bandwidth, a(t) is white
Raa('r} v Ty §{1) (4.1)
For pseudonoise systems with TW products greater than 1000, Equation
4,1 is an excellent approximation.
. Assume the received signal, y(t), is che sinuseidally phase

modulated response of a linear, time invariant chamnel, c{t), to the

transmitted waveform, a(t).

f}% soa 2nlt + to)
7{t) = & ° A T afu) ¢ (£ -~ u) du {6.2)

P
Hete hp is the maximum phase excursion in radians, T o is the motional
period and t, indicates the starting time of the burst relative to the
motional perfiod. Although y{t) will have a longer time duration than

a(t) due to the channel, its duration will still be of the order of 'I‘B.

‘:{» .

oz
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“ Before proceeding further, observe that 1f the burst duration
Ty is small relative to the motiomal period, ?F, the phase modulation
appears as a simple frequency shift. Assume ‘}.‘B < Tpi’ 10, then the

small angle approximations sin u = u, cos ¥ ¥ 1 applied to Equation

4,2 vield
27t 27¢
- ;}hp sin-,}:-q- %’l‘.:..,. hp cos
y{e) v e P » P a(wec(t-u)du (4.3)

T
Ty < p/10

The first term in the exponent represents a pure frequency shift, the
second represents a constant phase shift. A large TW system, suc™ as
the M7 communication system, includes automatic Doppler removal
algorithms and would compensate for the motional effects under the
assumption., The constant phase shift temrm would have no effect at

all. Consequently, motional effects are important for large TW systems
only when the burst duration TB is near the motional period '.i‘p.

- The estimated channel response, ;.(t) , is obtained by cross-

correlating y(t) with a replica of the transmitted signal, a(t)

elt) = fak(v}jr {v + t£)dv (4.%)

th cos 2‘5(:(} +t fu}

= f a*(v) e Tp | a{w)clrit-u)du dv (4.5)

Let v - u = w, then

o




R i

eft) =f eft +w) Raa (=~ w, hP’ to» + €, Tg} dw (4.6}
where

[ b, cos 2t )
?

*
Raa(' W, hp, £, 'r?) = e Tp a{u)a (ukd)du {(4.7)

b

If no interplatform motion is present, then h? = ¢ and Equation 4.7

becomes
X ,
Raa(- Wy, 0, t', ‘I‘p) = faf(n)a {u¥w)du {4.8)
= Raﬁ{f") {4.9)
N TB S(w) {4.10)
Then
e(e) » T, o(t) (4.11)

by inserting Equation 4.10 into Equation 4.6. Thus, 1f no interplatform
motion is present, the crosscorrelation procedure of Equation 4.4 gives
the channel impulse response c(t) multiplied by a processing gain TB’

. When hp is non-zero, Raa(w, hp, £t Tp) may be changed in two ways.
First, it may no longer i;a impulsive as te«iuimd in Equation 4.1. Second,
its peak correlation value may be reduced to less than TB‘ The first
change would have the most drastie conseqguences, but will not oceur
unless the phase modylation is correlated with the pseudunoise trans-

nmission. That is,
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LA tt, 'Ey) v Ju] >0 (4.12)
Consequently, the following approximation for Raa(w, hp, th, ‘i’p) is

appropriate:

$ w oy o v
R hp’ LA Eg} z’(h?, tt, ?9) §(w) (4.13)

3% cos 2?:{1:; + u)
a”i&gw TN %} = Je P

where

a (4.14)

since %a(t)! = 1. The range of integration of Equation 4.14 is over the
T, long interval where a{t) is non zero. The reduction in 'z(hp, t!, 'rp)
relacive to TB as a function of the motional parameters h o7 t' and 'I,‘p is
important and will be discussed below.

B The following definition will be convenient:

2na + 21b
2(h, a, b) = ’2%%‘ o J2%h cos u 4 (4.15)

2na

The function z{k, a, b) has the following properties:

z(h, a, by ¥ 1 small h, all a or small b, 2ll a {4.16)
z(h, a + .5, b) = z(h, a, b) {4.17)
z{h, a, .5n) = J O(erh) all a and integer n (4.18)

Appendix A gives tables of z(h, a, b} which have been verified via Equation
4,18 to be correct to 3 significant figures. Note that z(h, a, b) is in

general complex.

-

g purbereyy

[
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. Equation 4.13 can be rewritten in terms of z{h, a, b) as follows:

¥ = »
R, {w, hp, t!, '1’?} z{(h, a, B) Ty 8 (w) {4,19)
where
h = Bp/2n (4.20)
a=t'/T, ‘ (4.21)
b = '{‘BITP {4.22)

Thus z{h, a, b} can be interpreted as the loss factor, relative to 'IB,

for a phase modulation parameterized by h, a and b. Here h represects
the maximum phase excursion in cycles and equals the maximum spatial
excursion in wavelengths. The parameter a gives the initial angle in
cycles and b is the burst duration normalized by the national riod.

I Define the loss due to motionm, L{h, a, b) as follows:

L(n, a, b) = - 10 log,, |2k, a, B)|? (%.23)

This is the loss in signal to noise ratio experienced by the cross-

correlation process expressed in decibels. In an actual system, the

initial angle a would not be kunown, hence the following loss, L ., is
of more value in system design:
Loax(hs B) = maX  L(h, a, b) (4.24)

0 <ax< .5
That is, me is the maximum loss over all initial angles for a given h

and b. Figure 4.1 depicts lines of constant Lm ax °Ver the h, b plane.

For small h or for small b Lm iz small as expected.
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. The preceding analysis is immediately applicable to the synchroni~

zation and channel measurement processes in the M7 communication system.
The effect of interplatform motion on the information demodulation
process deserves further study, but appears to be small compared to the
former. The loss experienced by the M7 synchronization and channel
masurement processes will be equal to L(h, a, b), but the performance
measure Lmax(h, b} is more convenient.
- From Figure 4.1, curves of constant Lm(h, b) are sesn to be
nearly hyperbolie, that is,

hebs= K {4.25)
for a specified loss Lmax(h’ b} in decibels. This approximat’-n fails
for small h, 28 a specified I‘ma’xih’ b) may not occur for any b below a

*
given value of h, designated hL’ That 4s, given a loss L,

Loax(l> ) <L for all b (4.26)
if h < h:
Table 4.1 gives KL and h; for L= 1, 3, 6 and 10 dB, Purther, for
b < .1 the system’s automatic Doppler removal algorithm will remove the
motional effects as indicated in Equation 4.3. Subject to these con~

straints, Equation 4.25 provides insight into the M7 system performance.
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Table 4.1, ITdmiting values of h i}

(This Table NN

*
Loss L, dB KL ﬁL
1. S0b4 .05
3. 073 13
. .109 .20
18, .25

B From Equations 3.16 and 4.20,

a )
b= EX VT, .27

then Equation 4.25 becomes

&ax ¥ £Q T

s o B : (4.28)
vhere bwas found from Equation 4,22, This gives a convenient relation
between the platform motion indicated by a nax and v and the burst
characteristics Ty and £, For example, consider the 3Kt vessel speed
and 2° heading error assumed in the preceding section., In order for the
M7 system to have less than a 3 4B loss, the following relation from

Equation 4.28 must hold:

£ . Ty < 7775 (4.29)

At the current M7 center frequency of 204.8 Hz, this requives that

o]
A

< 40 sec. At the 500 Hz center frequency of the MACS data, T, < 15,5

sec. Note carefully that 'Equation 4.28 is valid only where the loss

S

e
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*
curves are hyperbolic; that is, h > hL’ b > .1,
B Equation 4,28 can be exploited further making use of Equation

*
3.17 to relate the MACS coherence time v to 3

max”
T
2706 B
i (4.30)
‘This can be rewritten to yileld
N .
T, = 1.7 7 (4.31)

B
Here the value of K corresponding to a 3 dB loss has been taken from

Table 4.1. Equation 4.31 holds only if the conditions of Equationm 3.17

are valid, hP > 2,70 (h > .430), a . small., The conditions of Equatilon

*
348

that the burst duration corresponding to a 3dB loss, T, by E¢ .lon 4.31,
g BY

4,25, b > i, h>h = .15, must also hold, The important result is
is larger than the MACS coherence time ?* by 70%, under the sinusoddal
phase modulation model., Consequently, the MACS coherence time by itself
does not determine the time duration for a large IW system, even undey
an elementary motional model, '

B  The preceding analysis is also helpful in understandfng the
coherence times measured by the ACS project as described in References
6 and 7. These resulis indicdte the medium decorrelates approximately
3 4B in 210 seconds, but the measurement technique is significantly
different from the MACS project.

B  In the ACS technique, channel impulse response measurements

:: i(t:}r are computed from several disjoint input signal vectors

x{t + i?B}, 0<t< Tys =0, 1..., using a large IW product wave-

%
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form. The normalized crosscorrelation function pi(r) is computed for
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each interval i > Q.

8,(1) = 1 pem—n g:sia}%%{t + 3t (4.32)

S22
/e (0" fe ted[ ar

In general pi(w) is complex., Then the following correlation coefficient

is found,

o, = m‘:x EROY (4.33)
The purpose of the maximmization is to eliminate the effects of time of
arrival changes between the o~th and i-th interval. Plots of Py versus
the time offset, iTB, are genevated and the cocherence time is found by
interpolation of the resulting plets.' The processing also employs a
Doppler removal algorithm;
. Because motional effects reguce the size of gi(t} by z(h {» 84 b i)
and do not change its shape, the normalization indicated in Equation
4.32 eliminates the motional effects completely. Indeed if ci(z) is the
actual channel response in the ith interval then

pylr) = gﬁﬁﬂ*iix} , (4.34)
L S

that is, pi(r) is the normalized cross correlation for the actual chapnel.
The only consequence of the interplatform motion will be in the reduction
of the signal to noise ratio in the estimated channel response ci(t}. A1l

ACS measurements included algorithms which calculated gi(r} only if both
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co('c) and ci(r) had signal to noise ratios greater than 10 dB. Thus the

*
ACS coherence time measurements are ingensitive to motional effeets.

5. Conclusions and Recommendations Jij

BB  The MACS coherence time measurement is semsitive to both inter-
platform motion and errors in arrival time compensation.  Under the
assumption of a sinusoidal variation in interplatform dist’ancé with a
maximum heading error of 2° on one plstform the coherence time is
limited to 9.2 seconds even 1f the medium is actually time invariant.
Similarly a 1 millisecond error in arrival time with a perfod of 75
seconds ylelds a maximum coherence time of only 6.5 seconds. Since
both of these results are in the same range as thoes of the MACS data,
the MACS coherence times may be attributable more to platform motion orx
the time of arrival compensation technique than to actual changes in the
acoustic medium,

BB If the MACS coherence times are highly influenced by interplstform
motion, these motional effects must be understood in detail to design

improved communication systems, Ideally, continuous and coherent data
on interplatform motion should be ¢btained. This data should be capsble
of indicating fractional wavelength variations in distance and could be
cbtained by coherent demodulation of a tonal component in the trans-

mission. Unfortunately, the MACS data lacks such a component and the

*All ACS experiments had transmissions with subgtantiel carriaer lines.
Consequently, information on Ilnterplatform motion could be obtained
by snalysis of carrier phase.




necessary information on vessel motion may not be obtainable from the
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existing data.

. Performance of large IV product systems, such as the M7 communication
system, depends on the specifics of the interplatform motion. For the
sinusoidal distance variation considered here, the large TW systems are
less sensitive to motional effects than the MACS measurement technique,

For example, under the same conditions a large TW system can use a burst

duration 70% larger than the MACS coherence time and achieve only a 3 dB
loss. If the motional period is large relative to the burst duration,
the losses are even smaller.

k . The following recommendations are offered based on the above
vesults. First, recipients of References 1 through 4 should be adviged
that the coherence times reported may be due to platform motion or time
of arrival compensation error. Such a notice is needed because the

MACS documencs de not consider these effects and represent the coherence

time as 3 measurement of the mediom itself. Second, the MACS data
Y should be reprocessed to extract better information on interplatfornm
moticn, if that is possible. Third, future MACS experiments should

include a tonal component adequate to resolve interplatform motions.
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